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Abstract. Cardiac disease prediction helps physicians to make accurate recommendations on
the treatment of the patients. The use of machine learning (ML) is one of the solution for
recognising heart disease-related symptoms. The goal of this study is to suggest a methodology
for identifying the most relevant features of cardiac disease characteristics by applying a
feature selection technique. The data set used in this study was Framingham heart disease
dataset (FHS). It was collected from KAGGLE Machine Learning repository. There are 16
attributes and a mark in the dataset that has been validated by four ML classifiers. There
are two feature selection methods, Correlation Based Feature selection (CBFS) and Principle
Component Analysis (PCA) was used for the comparison in the study. By using CBFS Method
five highly correlated features are selected for the study, and by using PCA thirteen features
are selected. The experimental result shows that Correlation Based Feature Selection with
Multilayer perceptron (CBFS with MLP) obtained the highest accuracy for this dataset.

1. Introduction
The research concentrates on the two feature selection methods for data reduction before building
the predictive models by classification algorithms. These reduced features are then passed into
the classification algorithms to design the models for the heart disease prediction. These models
are used for the comparison of accuracy of the classifier. Principle Component Analysis and
Correlation Based feature selection methods are used for finding out the reduced features. The
selected features are inputted to four different classifiers such as Navie Bayes, ADABOOST,
MLP and SMO. The accuracy of each model is compared with the other.

2. Background Study
Devansh Shah studied various attributes related to heart disease[1]. The study was conducted
with Näıve Bayes, decision tree, K-nearest neighbor, and random forest algorithms[1]. The
experimental result proves that K-nearest neighbor algorithm exhibits the highest accuracy.

Hamidreza Ashrafi Esfahani[2] formulated a model to predict cardiovascular disease. The
model includes decision trees, Neural Networks, Rough set, Näıve Bayes and SVM for
implementation. On comparing the results achieved, it was revealed that the hybrid model
of Rough Set, Näıve Bayes and Neural Network obtained the highest accuracy. An ensemble
strategy was implemented that allowed for the output to be combined that would result in
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better accuracy. The performance of the classifiers was compared with the parameters such as
its precision, sensitivity, accuracy and F-Measure.

3. Proposed Methodology
Framingham Heart Study (FHS) from Kaggle Machine Learning repository is used for the
study. Two feature selection methods along with four classification algorithms are used for
the study. CBFS and PCA are the methods used for the dimensionality reduction. MLP,
Navie Bayes, Sequential Minimum Optimiser (SMO) and ADABOOST algorithms are used for
classification. The reduced feature set from both the feature selection methods are inputted to
different classifiers. Eight different Machine Learning Models were created for Heart Disease
Prediction. Accuracy of these Models are compared with each other.

4. Description of the Data Set
The Framingham Heart Study (FHS) dataset was collected from Kaggle. The dataset consists
of 4241 records. It contain sixteen features including AGE, PREVALENT HYP, SYSBP,
DIABP, GLUCOSE, SEX, EDUCATION, CURRENT SMOKER, CIGSPERDAY, BPMEDS,
PREVALENT STROKE,BMI, HEART RATE, DIABETES, TOTCHOL and PREDICTOR
VARIABLE.

5. Classification Algorithms
In Machine Learning various forms of classification techniques are available. Classification
techniques used for this study was described below.

6. Multilayer Perceptron (MLP)
MLP is a subset of Artificial Neural Network. MLP comprises one or more than one hidden
layers aside from one input and one output plate. The Perceptron is made of an input layer and
a totally linked output layer. MLPs have the same levels of input and output, but could have
several levels concealed within them.

Figure 1. Different layers in MLP.

7. Adaboost
In machine learning, AdaBoost( Adaptive Boosting) is a supervised learning algorithm. It is
used for combining several weak classifiers together to generate a strong classifier.

8. Naive Bayes
Naive Bayes is a Machine Learning algorithm based on Probability theory in statistics. The
term naive suggests that the elements that go through the software are autonomous of each
other,That is, the value of one characteristic, does not explicitly influence or alter the value of
any of the other characteristics used in the algorithm. The Bayes theorem tells us how we can
compute the conditional probability. The equation for conditional probability is,
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P(Ai/Bi) =(P(Bi/Ai) * P(Ai)) /P(Bi)
P(Ai/Bi) defines the probability of an event Ai occurs corresponding to the event Bi has

occurred.
P (Bi / Ai) is the conditional probability and it defines the probability of occurrence of event

Bi corresponding to the occurrence of the event Ai.
P(Ai) and P(Bi) defines the probability of the events Ai and Bi occurs.

9. Sequential Minimal Optimization (SMO)
The sequential minimal optimization is more effective to solve the SVM problem compared to
traditional Quadratic Programming algorithms such as the interior-point method. The SMO
algorithm can be viewed as a method of decomposition by which a problem of optimization
of multiple variables is decomposed into a set of sub problems, each optimizing an objective
feature of a limited number of variables, usually only one, whereas all other variables are treated
as constants which remain unchanged in the sub problem.

10. Feature Selection
During feature selection the most relevant features are extracted from the data set. Redundancy
can be avoided using this method. Since irrelevant features are excluded from the input data,
feature selection can increase the accuracy of prediction. In this study Correlation Based Feature
Selection (CBFS) and Principle Component Analysis(PCA) is used for feature selection. After
feature selection the reduced data set is applied to four different classification Algorithm.

11. Correlation Based Feature Selection(CBFS)
Correlation values are calculated by CBFS. The five highly correlated features are selected for
the analysis. These features are given as the inputs for the classifiers.

Table 1. Features selected for the analysis by CBFS along with the correlation values.

S/N Selected Features Correlated Values

1 AGE 0.2254
2 PREVALENTHYP 0.2164
3 AGE 0.2254
4 PREVALENTHYP 0.2164
5 PREVALENTHYP 0.2164

12. Principal Component Analysis (PCA)
Thirteen features were selected by PCA during feature selection. The features selected
by the PCA algorithm are AGE, PREVALENTHYP, SYSBP, DIABP, DIABETES,
SEX, BPMEDS, TOTCHOL, PREVALENTSTROKE, CIGSPERDAY, EDUCATION, BMI,
CURRENT SMOKER.

13. Result and Discussion
In the study two feature selection methods are used for comparison - Principle Component
Analysis (PCA) and Correlation Based Feature Selection (CBFS). After dimensionality
reduction the reduced dataset is applied to four different classification Algorithm such as
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Multilayer Perceptron (MLP), AdaBoost, Navie Bayes and SMO. Five most correlated features
were selected and applied to Classifiers in CBFS Method. Thirteen features were selected by
Principle Component Analysis (PCA). The result is shown in Table4. From the results it is
found out that Correlation Based Feature Selection (CBFS) along with MLP algorithm shows
maximum accuracy.

Table 2. Comparison of Predictive accuracy of Models.

S/N Alogrithm CBFS PCA Before FS

1 MLP 84.9057 83.9151 84.1509
2 ADABOOST 84.8113 84.8821 84.8821
3 Navie Bayes 81.1792 80.0472 80.0472
4 SMO 84.8113 84.8113 84.8113

Figure 2. Comparison of Accuracy of classifiers
corresponding to CBFS and PCA Feature Selection
Methods.

Eight Models are generated by combining two feature selection algorithms and four
classifiers. They are CBFS-MLP, CBFS-ADABOOST, CBFS-NB, CBFS-SMO,PCA-MLP,
PCA-ADABOOST, PCA-NB and PCA-SMO.The accuracy of various Models are shown in
Table.1 The results from table proves that Correlation Based Feature Selection along with
Multilayer Perceptron (CBFS-MLP) Model perform better than the other Models with the
accuracy of 84.9057 Percentage.

The result from Table 2 proves that CBFS-MLP combination shows better performance than
MLP classifier. Also when we are comparing CBFS-MLP and PCA-MLP models accuracy
measures proves that CBFS-MLP combination shows more performance.
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Table 3. Comparison of Predictive Accuracy of MLP.

MLP Precision Recall F Measure ROC

Before FS 0.790 0.842 0.798 0.671
After CBFS 0.805 0.849 0.791 0.649
After PCA 0.784 0.795 0.668 3.62

Figure 3. Comparison of Accuracy of MLP
Classifier.

14. Conclusion and Findings
During the study the performance of two different feature selection methods CBFS and PCA are
evaluated. Eight different classifier models are developed by combining the feature selection and
classification algorithms.The performance of each model was evaluated.Performance measures
such as Accuracy, Precision, Recall, F Measure and ROC are evaluated for finding out the best
classifier. From the result it is proven that the model CBFS with MLP Classifier shows the
maximum performance for FHS dataset.
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Abstract— Diabetes is a metabolic disease 

where the blood sugar rate of an individual is 

consistently above normal. Due to the modern 

lifestyle and work culture, diabetics is widespread 

and affects the productivity and quality of life for 

an individual. A diabetics patient is at a very high 

risk of various health issues like organ failure and 

even it can even result in loss of life. An early 

prediction of this chronic disease can avoid health 

issues and save many lives. The aim of this article 

is to develop a better predictive model for 

diabetics using an automated hyper parameter 

optimization (HPO) approach in Multilayer 

Perceptron (MLP). This article provides an 

efficient way to increase the accuracy of Neural 

Network to a substantial level through the HPO 

process using Grid Search Optimization (GSO) 

through the stacking ensemble model. In order to 

run the ensemble model at an optimal level and to 

minimize errors, appropriate hyperparameters 

must be calculated. Three GSO methods are 

utilized to tune the hyper parameters. To build the 

stacking ensemble model, the PIMA data set was 

used. 

 

Keywords: HPO, MLP, GSO: Hyper Parameter 

Optimization, Multilayer Perceptron, Grid Search 

Optimization. 

INTRODUCTION 
 

  A study carried out by the WHO recently 

revealed that in 2016, diabetics was one of the 

leading causes of death worldwide. Diabetes has 

resulted in 1.6 million fatalities in 2016 and this 

statistic replaces HIV / AIDS with diabetes as one 

of the most frequent cause of death [4]. The 

burden of diabetes disease grew from 108 million 

in 1980 to 422 million [5] in 2014, and the 

percentage of diabetic patients amongst adults 

over 18 years of age rose from 4.7% in 1980 to 

8.5% in 2014[5]. 642 million people i.e. (1 in 10 

people) are expected to contract diabetes by 2040. 

46.5% of people with diabetes have not been 

diagnosed officially [6]. This makes it necessary 

to develop techniques and procedures to assist in 

the early detection of diabetes in order to reduce 

the number of deaths related to diabetes, as late 

diagnosis is responsible for a majority of deaths 

linked to diabetes [7]. 

There is a need to implement sophisticated 

information processing to develop cutting-edge 

strategies for the early detection of diabetes. Data 

mining tools can also be effectively applied. The 

ability to remove and uncover previously unseen, 

secret, yet important patterns from a large 

database repository is given by data mining [7]. 

These tools can assist medical evaluation and 

decision making. 

 

LITERATURE SURVEY 

Roshan Birjais [1] conducted a research in many 

classification algorithms for diabetes prediction 

and his team found out that the Gradient Boosting 

algorithm outperform other classifiers and 



 

 

obtained 86% accuracy. They have analysed 

various prime factors for the cause of diabetes 

disease. 

Md. Maniruzzaman [2] wrote an article in which 

he used LR for identifying the prime features for 

the diagnosis of diabetes disease. Accuracy and 

Area Under curve are used as the performance 

measures for the classifiers. It revealed that LR 

along with the Random forest generates the 

maximum accuracy. 

Atik Mahabub[3] used an ensemble voting 

classifier for forecasting diabetes disease. The Out 

of eleven classifiers, the best performing three 

will be used for the ensemble classifier. Accuracy, 

Precision, F-Measure and Recall [3] are used as 

the parameters for evaluating the classifiers. The 

outcome clearly shows that the ensemble method 

outperform the base classifiers. 

 

BACKGROUND STUDY 

Neural network is used for the prediction. 

Parameter tuning mechanism in neural network is 

applied for improving the accuracy. 

 

ARTIFICIAL NEURAL NETWORK 

Artificial Neural Network [17] is built by multiple 

nodes that reproduce the human brain's 

biochemical neurons.  The neurons are linked and 

are communicating with each other. The nodes are 

capable of taking input data and executing the 

operations. The outcome of these operations is 

transferred to other neurons. The output is referred 

to as its activation or node value for a node. A 

technique known as Gradient Descent in the 

Artificial Neural Network, which takes places in 

the backpropagation period whereby it intends to 

regularly resample the gradient of the model 

parameter in the reverse direction based on the 

weight 'W', periodically updating till the global 

minimum of G(W) function is reached. 

 

 

Figure 1: Hidden Layers in Artificial Neural Network 

 

A loss represents the prediction error found in the 

Artificial Neural Network. In deep learning, this is 

estimated as a loss function. The Loss Function 

describes the model's operating efficiency. For the 

estimation of the loss function, stochastic gradient 

descent was used. For each iteration, weights are 

updated, and the model is trying to reach the 

global minimum point.   

 

LOGISTIC REGRESSION 

Logistic Regression is a well-known classification 

algorithm used to estimate the probability of a 

target variable. The design of the goal or 

dependent variable is binary, indicating that only 

two possible groups are available. 

Mathematically, f( Xi), a LR model predicts 

P(Yi=1). 

b=wt0+wt1 x1+wt2x2+…+wtnxn. 

A sigmoid function can be used to map the 

predicted values to the probabilities. 

S(y)=1/(1+e(-y) ) 

S(y) is the estimated output; y is the value 

inputted to the function and e is the base of 

natural log.  

 

NAVIE BAYES 

The Navie Bayes algorithm follows the Bayasian 

principle which belongs to a category of 

conditional probabilities (CP). The CP is the 

probability that an event B will happen, provided 

A has already occurred. Though Bayes Theorem 

provides a principled way for calculating 

conditional probability, in practice its 

computationally expensive and thus using some 

assumptions, bayes theorem is simplified by 

making some assumptions and turning it into an 

effective classification model referred to as Naive 

Bayes. Conditional probability can yield the 

probability of an event using prior information. 

P(H/E) = (P(E/H) * P(H))/(P(E))     

      

PROPOSED MODEL 

Stacking Ensembles 

To obtain better performance, ensemble methods 

allow for combining the results of many methods. 

More the models, better will be the performance 

of the ensemble strategies. An ensemble method 

where the no. of models is stacked in a way that 

their observations act as input to a new model is 

called Stacking.   



 

 

 

Hyper Parameters in Neural Network 

The variables that determines how the network is 

trained are called the Hyperparameters. Hyper 

Parameters also determine network structure. 

These variables are set before the training phase, 

i.e. before the weight and bias is optimized.   

Network Weight Initialization 

 Based on different activation functions applied to 

each layer, it is preferred to use separate weight 

initialization schemes. 

 Activation function 

It is used to apply nonlinearity to frameworks that 

will permit nonlinear prediction restrictions to be 

learned by deep learning models. The most 

popular among the activation functions is the 

rectifier activation function. While making 

predictions, for binary, Sigmoid is used while for 

multi-class predictions, softmax is deployed in the 

output layer. 

Gradient Descent 

The learning rate determines how fast its 

parameters are modified by a network. The 

learning process is slowed down by a low learning 

rate, but converges efficiently. The higher 

learning rate accelerates learning, but does not 

converge. A decreasing learning rate is usually 

prioritised. 

Momentum 

 Momentum is used to eliminate oscillations and 

to know the course of the next step with 

knowledge of the previous phase. For momentum, 

usually, a value between 0.5 and 0.9 is used. 

Number of epochs 

The number of epochs measures the number of 

times the entire training data is given to the model 

during the training process. The number of epochs 

is raised until the accuracy begins to decline, 

while the accuracy of the training is improved due 

to overfitting. 

 Batch size 

Refers to the no. of sub samples provided to 

network before the parameter is updated. 

 

METHODOLOGY 

 
Diabetes prediction using MLP Model is 

described in the following steps. In this model 

these steps are used to predict diabetes more 

accurately.  

 

Data Collection 

PIMA Indian Data set [17], from the UCI 

repository is used for the analysis. The data set 

consists of features including age, number of 

pregnancies, Body Mass index, Diabetes Pedigree 

Function, Glucose Level [17] etc… 

 

HYPER PARAMETER TUNING USING 

GRID SEARCH. 

 

It is one of the traditional hyper parameter tuning 

method [13]. Before the learning process starts, 

the value of the hyper parameter needs to be 

calculated. Grid Search is also known as a 

comprehensive search [13], with each mixture of 

hyper parameters explored by Grid Search. This 

means that each variation of the hyper parameter 

values listed would be tried. There can be several 

parameters for models, and it can be viewed as a 

search problem to find the right combination 

values to the parameters. The purpose of 

algorithm tuning is to find the best values of the 

parameter corresponding to the particular 

problem. Grid Search can be expanded to provide 

the highest results by using automatic approaches 

for finding optimum values to the parameters. 

 

HYPER PARAMETER TUNING USING 

GRID SEARCH. 

 

Also known as a comprehensive search, it’s a 

traditional hyper parameter tuning method. The 

value of the hyper parameter needs to be 

measured before the start of the learning process. 

Here, each variation of the hyper parameter values 

is explored which means that each variation of the 

hyper parameter values that are listed is tested. On 

further expanding, grid search can provide the 

highest results using automatic approaches that 

would optimum values for the parameters. 

Implementation 

Input values are converted to vectorised format 

using Logistic regression. The output of Logistic 

Regression is saved as a collection in Python and 

this will be given as the input for the MLP. Grid 

Search is used for doing the parameter 

optimization. The model optimizes the following 

hyper parameters 
 Epoch 

 Batch Optimization. 

 Gradient descent 



 

 

By using Keras Classifier Grid parameters such as 

Batch size and Epochs are optimized. In this 

model stochastic Gradient is introduced for 

training the Artificial Neural Network. The 

internal parameters such as epoch and Batch 

values are optimized and the model is automized 

so the best values for Epoch and Batch 

optimization is find out and it is assigned. This 

leads to an increase in accuracy and reduced the 

loss and MSR (Mean Square Error).  The 

Vanishing Gradient Problem is overcome by 

using ReLU (Rectified Linear unit) activation 

function. The formulae for ReLU is 

R= {0, z}      

{1 for z > 0}                                                   

{0 for z < 0}                                                      

The input of each neuron is passed to the 

activation function and there it is processed. 

ReLU overcoming the problem of vanishing 

gradient by keeping the derivative value as 

positive. So always there is a difference between 

Wold and Wnew in ReLU. Feedback connections 

were introducing LSTM and the best score for 

grid search is   found out. By using standard Grid 

Search Value of Epoch and Batch size is 

automated and it is found out that for this dataset 

the best result was obtained for Batch size =20 

and Epoch=20. Forward propagation is improved 

by adding the features of LSTM [12]. So  a new 

memory part was introduced to store [12] the 

activation details of the hidden layers. Various 

steps involved in this model are described below: 
 Choose the data set 

 Convert all the input values to Vectorised 

format for standardization Find out the training 

values 

 Initialise the model using Keras Classifier 

 Three sub models are introduced, and, in 

each model, Optimal parameters are finding out 

using hyper parameter tuning in Grid Search 

Model. 

 In model1 the best values for Epoch and 

Batch size was find out using Grid search in Keras 

Classifier. The model is tested with three batch 

sizes (10,20 and 30) and three epochs (10,20 and 

30). All combinations were tested and the best 

accuracy will be find out for the combinations of 

batch size 20 and epoch 20.  

 In Model2 Forward propagation is 

improved by introducing LSTM and Adam 

Optimizer. By automating the model best values 

for epoch and batch size was predicted. Learning 

rate and dropout rate is find out and best 

classifying accuracy is calculated. 

 In Model3 ReLU activation function is 

introduced along with Softmax function. Best 

predicted result was observed. 

 Stacked the three Models using tensor 

flow method and the accuracy matrix was printed. 

Logistic Regression is used for stacking the 

Models. 

 

FINDING OPTIMAL PARAMETERS USING 

HYPER PARAMETER TUNING IN GRID 

SEARCH MODEL. 

 
 In model1 the best values for Epoch and 

Batch size was find out using Grid search in Keras 

Classifier. The model is tested with three batch 

sizes (10,20 and 30) and three epochs (10,20 and 

30). All combinations were tested and the best 

accuracy will be findout for the combinations of 

batch size 20 and epoch 20.  

 In Model2 Forward propagation is 

improved by introducing LSTM and Adam 

Optimizer. By automating the model best values 

for epoch and batch size was predicted. Learning 

rate and dropout rate is find out and best 

classifying accuracy is calculated. 

 In Model3 ReLU activation function is 

introduced along with Softmax function. Best 

predicted result was observed. 

 Stacked the three Models using tensor 

flow method and the accuracy matrix was printed. 

Logistic Regression is used for stacking the 

Models.   

 

RESULT AND DISCUSSION    

 

From the observations it is found out that the 

accuracy is incremented in the new model 

comparing with the base classifiers. Here three 

base classifiers are used for the accuracy 

comparison. Naive Bayes, Logistic Regression, 

Multilayer Perceptron. From the observations it is 

found out that the automated hyperparameter 

optimization with stacked ensembled model 

increases the accuracy level. 

 

Algorithm Accuracy Precision Recall 

Navie Bayes 76.3 75.9 76.3 

Logistic 77.2 76.7 77.2 



Regression 

MLP 78.3 75.0 

Stacked 

Model 

90.7 94.0 

Table 1: Performance Comparison of Classifiers
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ROC curve is a graphical plot that shows the 

system's diagnostic potential as its discriminating 

threshold is varied. The ROC curve is generated 

by plotting the true positive rate at different 

threshold settings against the false positive rate.

 

CONCLUSION 

 

In this article we are introducing an ensembled 

hyper parameter tuning mechanism to tackle the 

deficiencies and improving the accuracy. For this 

purpose, we have used an automated stacked 

ensemble method which combines various hyper 

parameters. Grid Search Optimisation

used, and three different models were created as 

base learners using Neural Network by combining 

various activation functions. The optimum value 

for each parameter is calculated and stored into an 

external file by each model. Three output files 

created, and these output files are inputted to a 

logistic regression model which is a learning 

model. We have used LR Model as the learning 

model. It is found out that this model improves 

the accuracy to good extend. 
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Abstract 
In today’s world, Big Data is an important area that is used in decision making 
and it processes huge volumes of data to address some query or pattern. Data 
is analysed through a set of algorithms, which differs depending upon the type 
of data, business's aim behind the analysis, and also other factors. But bigdata 
possess many challenges in terms of storing and processing data. Hence cloud 
computing which is another emerging technology is integrated with big data 
which provides better infrastructure for processing, storage for enormous data, 
and networking services.  
 
 Key Words: Big Data; Cloud Computing; Hadoop; Hdfs; Map Reduce 
 

 

1. Introduction 
Single Cloud computing is a powerful model and infrastructure that is distributed across the internet which process, manage 

and store the data. Cloud computing offers services for enterprise applications which centralizes both data storage and perform 

huge scale complex computing. It can reduce maintenance cost, provide less infrastructure and accelerate automation. [1] 

Cloud services enables big data to analyse, manage and process the stored data in a more efficient manner. Through 

virtualization process integration of big data with cloud is the being achieved. Virtualization denotes the usage and sharing of 

resources independent of underlying hardware. Microsoft’s Cloud Hadoop includes Azure Marketplace which comprise MapR 

and Azure Data Lake, which comprise Data Lake Store, Azure HDInsight, Data Lake Analytics as Azure cloud services. AWS 

includes versions of Hadoop, Spark, and Presto which operate on the data stored in Amazon Glacier and S3. Google’s managed 

Hadoop include Cloud Dataproc and Spark cluster which uses GCP cloud services such as Big Query and Bigtable. [2] 

Cloud platform provide rich productivity suites for database, data warehouse, collaboration, business intelligence, OLAP, and 

development tools. Big Data processing has many challenges relating with Data collection, analysis, sharing, research and 

visualization. Each of these processes need different techniques, infrastructure, and highly skilled professionals. Also, it cannot 

be done easily with traditional programs because of resource restrictions such as computing power and time, hence we need 

advanced algorithms and vast databases. And all these difficulties and barriers are much reduced as a result of integrating Big 

Data within cloud environment. [3] 

Big data represents huge amounts of complex data which can be either unstructured or structured generated by multiple sources. 

The traditional relational databases are not sufficient to process and analyse data from multiple-sources, such as managing data 

related with record of transactions, customer behaviour, mobile phone and GPS navigation, etc. So, to deal with these kinds of 

complex data, cloud is employed, which serve as the storehouse where the processed outcome/data will be stored. Cloud 

computing approach is efficient because of having advanced technologies to handle the vast amount of data. This paper 

discusses an overall view of cloud computing and big data, their features, Relation and integration of big data & cloud, some 

big data management tools in cloud.  

 

2. Cloud Computing 
Cloud computing is a type of service-oriented computing where software and hardware are delivered as a service over the 

internet. Cloud is a combination of distributed and centralized system which includes virtualized servers, operating systems, 

applications, etc that are dynamically supplied. It provides services relating to storage, processing and sharing of data through 

visualized resources over the networks. Cloud platform is completely virtual to its users and require less effort from user to 

operate and manage its services. Important features associated with cloud includes scalability, on-demand delivery of resources, 

easy accessibility, cost-effective, flexibility and reliability. [4] 

https://creativecommons.org/licenses/by/4.0/
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It has another major feature, Pay-as-you-use which means that users have to pay only for what they need at any given time. 

Advantages of cloud computing include: 

 Data security 

 Virtualized resources 

 Easy and agile development 

 Less maintenance cost 

 Scalable data storage. 

 Services in the pay-per-use model. 

Cloud Service Models: 

Service-oriented architecture of cloud supports “everything as a service” and hence offers their services as different models 

which are: [5] 

 
Fig 1: cloud service models 

 Platform as a Service (PaaS): 

In this service model, platform level elements such as project management environments, scalable and elastic runtime 

environment are provided. User can configure and install required software on the cloud. In short, PaaS provides the framework 

needed to build, deploy, test and manage software resources. 

 Software as a Service (SaaS): 

It is a software distribution model where cloud consumers on internet can retrieve software applications and databases that are 

hosted by cloud service provider. If user does not have specific software or associated compatible hardware not installed on 

local computer, he/she can access directly from cloud. [6] 

 

 Infrastructure as a Service (IaaS): 

Computing resources are provided to consumers by the IaaS in the form of infrastructure like virtual machines, servers, 

operating systems, network, hardware resources and storage on demand across internet . It provides completely virtualized 

computing infrastructure and provides an environment to deploy and run infrastructure including hardware and software in 

cloud environment. 

 

Types Of Cloud: 

Before transferring a business system into cloud, there is a need to consider many factors. There are four contrasting types of 

Clouds and three among them are basic types and hence mostly used. [7] 

 

 Public Cloud: 

This type of cloud is available to the general public. General uses of public clouds include file-sharing, online office 

applications, application development and testing and web-based email. Public cloud infrastructure services are provided over 

the internet and hence open for everyone. Through public cloud, customers and users can easily access systems and shared 
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resources with low cost and high efficiency. Some examples of public cloud are Microsoft Azure, Amazon Elastic Compute 

Cloud(EC2), Google Cloud , Alibaba Cloud, Oracle Cloud Fast Connect  . 

 Private Cloud: 

It is also called “internal cloud” or personal data center computing. 

It is deployed on a private network and are meant for the unique use of a particular company. This model provides highest level 

of security and data privacy as it permits only authorized users. They are more expensive than public cloud. Through this 

model, it is only able to access systems and services within an institution or an organization.  

 Hybrid Clouds: 

It combines and integrates both private cloud and public cloud. Hence it allows cost-effective way for businesses to increase 

compute capacity on demand and better flexibility in terms of data transfer. Users or customers can develop and deploy 

applications using public cloud and at the same time offers higher degree of security through private cloud rather than using 

only a public cloud. 

 

3. Big data 
Big data refers to large amounts of data or compound datasets produced by various sources like sensors, mobile devices, 

social media and from three primary sources:  machine data, social data and transactional data, in a very short duration of 

time. Such data are too large, fast growing and are difficult or impossible to process using traditional methods or conventional 

tools and techniques. Through deep analysis and efficient processing by various Data Analytics methods, valuable information 

can be extracted from big data. [8] 

Characteristics: Big data is characterized mainly by five Vs which are:  Volume, Veracity, Variety, Value and Velocity. 

 
Fig 2: characteristics of big data 

Volume: 

It denotes incredible amount of data which are generated and stored in Gigabytes (GB), Zettabytes (ZB), and Yottabytes (YB). 

In coming years, the volume will rise significantly as data is being created every second from various sources like social media 

platforms, smart (IoT) devices, networks, machines and so on. [9] 

Variety: 

It refers to various kinds of data gathered from different sources.  

Data generated can be of different formats which can be structured, unstructured, semi structured or a mix of all these three. It 

can include different forms of data such as financials, logs files, social media updates, images, videos, text messages, audio, 

etc. 

Veracity: 

It denotes “compliance with truth or fact” and refers to overall quality and reliability of the data source. Low veracity can 

negatively affect the accuracy of the results. 

Value: 

It denotes the final value obtained after processing of data and produced during analysis which helps in decision making. To 

obtain value firstly mine data which refers to the process of conversion of raw data into useful data. Next on this retrieved data, 

analysis is done.  

Velocity: 

It denotes the speed at which data is being created, generated, collected and analysed. Velocity also associated to how fast big 

data is going to be processed. 

Examples of data generated with high velocity include Facebook posts, data from sensors and mobile devices. 



Big Data in Cloud Computing Environment  

4 | P a g e   

 

Big Data Advantages: 

 Real-time monitoring of product price optimization, business and market 

 Greater innovations and lifesaving applications in the healthcare industry and public health with availability of record of 

patients. 

 Real time communication regarding customer requests, their queries and problems. 

 Helps in quicker and better decision making 
 

Challenges of Big Data: 

 Difficult to Manage large volumes of data as there is always a lot of raw data to store and analyse. 

 Lack of workers with adequate big data skills and talent. 

 There is a chance to make wrong decisions due to unevenness of data quality and it is difficult to determine which source 

of data is correct. 

 Poor data scalability, reliability and runtime quality issues.[10] 

4. Integration of Bigdata in Cloud 
Cloud platform provides one of the best environments for efficient bigdata processing and real time analysis in a cost-effective 

way. It has greatly improved Big Data analysis, resulting in better findings and hence decision making. Cloud environment 

provide services to analyse and process bigdata by breaking huge volume of information into smaller units and each of them 

can be processed independently in different servers. Through remote multi servers and dynamic parallel resource allocation, it 

is possible to handle massive amount of data accordingly in cloud environment. Integration with cloud make big data resources 

more monitored, productive, compliant and simpler. [11] 

Cloud providers like Google Cloud Platform, Amazon Web Services, Microsoft Azure, IBM, Oracle, Salesforce, etc. provide 

important factor: scalability which is required for bigdata handling and processing.Another important factor is the data security 

and privacy which cloud platform offers. It provides more scalable and elastic Private Cloud Solution thereby a safe 

environment to keep big data and its computation. To store data on the cloud, a key is given to all its users and data can be 

accessed only by using that key.Cloud error localization is a technique which is used to identify and monitor error in big data 

storage and also handles bad performance of server. [12] 

 
Fig 3: Relation between cloud and big data 

Big data management tools in cloud: 

 Hadoop: 

Hadoop is a part of Apache project and it is a freely available java-based programming framework. Hadoop enables processing 

of large sets of data on a cluster of servers and applications consisting terabytes of data. So, even if some node fails, Hadoop 

supports with rapid transfer rates. Hadoop consists of higher-level declarative languages for big data analysis pipelines and 

query writing. Hadoop mainly composed of HDFS and MapReduce.  

 

 HDFS 
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HDFS is a file system used to store or span all the nodes in a Hadoop cluster for data storage. Thereby it improves reliability 

and support security. HDFS usually splits files into blocks which in turn is stored on the server. Thereby it maintains reliability 

by duplicating data across multiple hosts combining parallel processing technique. [13] 

 

 MapReduce 

This is a framework which helps in writing applications that process and generates large datasets on a cluster with parallel or 

distributed algorithm. At first, breaking Big Data into small subunits takes place which in turn are analysed and processed by 

Map jobs in parallel. Map () method consists of acquiring, filtering & categorizing datasets. Reduce () method consists of final 

result generation and locating associated summaries. [14] 

 

 NoSQL 

NoSQL (Not Only SQL) systems provides systematic way to store and replicate data, giving out retrieval and appending 

operations from the data. These databases are not bound by the confines of a fixed schema model instead each are deployed 

as a cluster of nodes. Examples of NoSQL systems include Amazon DynamoDB, Azure Cosmos DB, MongoDB, Cassandra, 

CouchDB, and HBase. 

 

5. Conclusion 
This paper presented how cloud computing helps in analysing, storing and processing big data. Big data and cloud together 

comprise an integrated model of distributed network technology.Cloud supports big data in terms of security of data, 

encryption, data integrity, data transformation, data heterogeneity, data quality and others. 

Even though there are challenges regarding integration with cloud such as scalability, availability and problems with bandwidth 

for data transfer, Solutions are constantly being developed by cloud providers for the efficient use of big data on cloud. So, the 

integration and application of big data in cloud will have a huge impact and continue to grow in the following years. 
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