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Abstract. . Cardiac disease precliction helps physicians to make accurate recommendations on
tltc treatrucrrt of thc paticrrts. 'Ihc usc of rrrachirrc lcalrrirrg (NIL) is olrc of thc solution for
recogrrising heart disease-related symptoms. The goal of this study is to suggest a nrethodology
for identifving the most relevant features of cardinc dise:r.se characteristics bv applving a
fetrtttle selection techniqtre. The data set used in this study u'as Framingharn heart disease
dataset (FFIS). It rvas r:ollected frorr KAGGLE Machine Learning repository. There are 16
attributes and a mark in the da,tir.set that has been validated by four \tll classifiers. There
are trvo feature selection methods, Correlation Based Feature selection (CBFS) and principle
C)ourpoucrtt Arralysis (PCA) was uscd fbr thc courparisorr irr thc study. By usirrg CBFS XIct[orl
Iive highlv correrlaterl features are selected for the stud1,. and bv usir-rg pCA thirteen features
are selectt:d. The experinterttal lesult shorvs that Correlation llased FeatLrr.e Selection u.ith
\{u1ti1iq'cl pcrccptron (CBFS rvith \ILP) obtained thc }'righcst accuracv for. this dataset"

1. Introduction
Thc rcsc'arch conccntratcs on tltc trvo firaturc sclcction mcthods for data lcduction bcfore builcling
the predictive models by classification algorithrns. These reduced features are then passed into
thr: classification algorithms to design the models for the hezrrt disezrse prediction. These models
are used for the comparison of a,ccuracy of the classi{ler. Principle Component Anal1,'sis and
Cortr:lation Based feattrre selection rnethorls are used for finding ont the leduced featur.es. The
selected featnres a,re iuptitted to fbur diff'erent cla.ssifiers srlch a,s Navie Bayes, ADABOOST,
N'ILP and SN'IO. The a,ccuracy of each model is compared u,ith the other.

2. Background Study
Devansh Shah studied various attributes related to heart disease[1]. The study was conductecl
r'vith Ntrive Baves, decisiorr tree, K-nearest neighl)or. and randorn forest algorithrns[11. The
experirnental t'esult proves that K-rrearest neighltor algorithrn exhibits thc highest accur.acy.

Hatnidreza Ashlafi Esfahanif2] fbrmulated a nrociel to predict cardiovascu The
model inclucles decision trees. Neural Netv,rrrks. R,ough set, Nairre B

it was rer.ealed

strategy was implemented that
,BllbE+|".U," highest ar

,.tr1*+fObe conrhined
Content from this u,ork Q(B@lonim,rns Attribut ion 3,0
of this work must rnaintain

irnplemeutation. On comparing the res
of Rough Set, Najve Bayes and Neur#
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Table 3. Cornparison of Predictive Accuracl. of NILP.

N{LP Precision Recall F Nleasure ROC

Before FS 0.790
After CBFS 0.805
After PCA 0.784

0.842 0.798
0,849 0.791
0.795 0.668

0.671
0.649
3.62

.:L I 'l-. i:..

ai:

Figure 3. Conrpzrrisorr of Accur':rcy of \ILP
CIassifier.

14. Conclusion and Findings
Dr"rring tlie stucly the perfornlance of t'no difl'erent feature selection methods CBFS and PCA are
er.aluated. Eight different classifier models are developed by combining the feature selection and
classifical,ion algorithms.The perfbrmance of each rnodel was evaluated.Perfornlance rneasures
such as Accuracy, Precision, Recall, P \deasure and R,OC are eraluated for Iinding out the best
classifier. Froni the resUlt it is proven that the rnodel CBFS with N,ILP Classifier shows the
uraximrrrn perforrnance for FHS dataset.
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Abstract- Diabetes is a metabolic disease

where the blood sugar rate of an individual is

consistently above normal. Due to the lnodern
lif'estyle and work culture, diabetics is widespread
and afI'ects the productivity and quality of lif'e for
an indiviclual" A diabetics patient is at a very high
risk of various health issues like organ failure and
even it can even result in loss of life. An early
prediction of this chronic disease can avoid health
issues and save many lives. The aim of this article
is to develop a better predictive model for
diabetics using an automated hyper parameter
optimization (HPO) approach in Multilayer
Perceptron (MLP). This article provides an
efficient way to increase the accuracy of Neural
Network to a substantial level through the HPO
process using Grid Search Optimization (GSO)
through the stacking ensemble model. In order to
run the ensemble model at an optimal level and to
minimize errors, appropriate hyperparameters
must be calculated. Three GSO methods are

utilized to tune the hyper parameters. To build the
stacking ensemble model, the PIMA data set was
used.

Keywords: HPO, MLP, GSO: Hyper Pararneter
Optimizatron, Multilayer Perceptron, Grid Search
Optimization.

INTRODUCTION

leading causes of death worldwide. Diabetes has
resulted in 1.6 million fatalities in 2016 and this
statistic replaces HIV / AIDS with diabetes as one
of the most fiequent cause of death [4]. The
burden of diabetes disease grew tiom 108 million
in 1980 to 422 million [5] in 2014, and the
percentage of diabetic patients amongst adults
over 18 years of age rose trom 4.7Vo in 1980 to
8.5o/c in Z0l4l5). 642 million people i.e. (1 in 10
people) are expected to contract diabetes by 2040.
46.57o of people with diabetes have not been
diagnosed officially t6l. This makes it necessary
to develop techniques and procedures to assist in
the early detection of diabetes in order to reduce
the number of deaths related to diabetes, as late
diagnosis is responsible for a majority of deaths
linked to diabetes [7].
There is a need to implement sophisticated
information processing to develop cutting-edge
strategies for the early detection of diabetes. Data
mining tools can also be effectively applied. The
ability to remove and uncover previously unseen,
secret, yet important patterns from a large
database repository is given by data rnining [7].
These tools can assist medical evaluation and
decision making.

LITERATURE SURVEY
Roshan Birjais [] conducted a research in many

ffi,":
tB^ -rcI-_' iE}({ee.
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A study carried out by the WHO recently
algorithms for diabetes prediction

fbund out that the Gradient Boosting
other classifiers and
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revealed that in 2016, diabetics was one of
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Resression

MLP 78.3 15.0 74.0

Stacked
Model

90.7 94.0 82.0

Table l: Performance Comparison of Classifiers
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Figure 2: Classiliel Performance based on Accuracy
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Figure 3: Classifiel Pertbrmance based on Precision
and Recall.

RClf rrtrue

ROC curve is a graphical plot that shows the
system's diagnostic potential as its discriminating
threshold rs varied. The ROC curve is generated
by plotting the true positive rate at different
threshold settings against the false positive rate.

CONCLUSION

In this article we are introducing an ensembled
hyper parameter tuning mechanism to tackle the
deficiencies and improving the accuracy. For this
purpose, we have used an automated stacked
ensemble method which combines various hyper
parameters. Grid Search Optimisation method is
used, and three different models were created as
base learners using Neural Network by combining
various activation functions. The optimum value
for each parameter is calculated and stored into an
external file by each model. Three output files are
created, and these output flles are inputted to a
logistic regression model which is a learning
model. We have usecl LR Model as the learning
model. It is fbund out that this model improves
the accuracy to good extend.
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?. Claud ComPuting
Cloucl computing is a tvft of service-oriented computinq *1": ::1Y:l:^1',*:,:Yi::-i::'i:,iff:.::;ffi;
;',".HJ.uI',:ii;'i:;#d;;t;;;;';'il;Jund centralized svstem whicrr incrudes virlualized

applications, etc that ^'.;;;;;i';uv '"ppli'a- 
llp:11:: "]::::,::':l::f,:? ::li':li:T:'Ji::xixJ:i,T:IiHi#i;Jii;;;;,#;'ii;;; pr;,tu'* is co,rpleterv virtuar to its users a,d

operate and rnanage 1,, t"tti."t. r:r"Tllj*"1i::,i^t::::1t:1,*"n cloud includes scalabilitv' o

over the

systems,

WAg Uuta in Cloud Computing Environrnent

Ansaba R B 1, Ambily Merlin Kuruvilla 2

tBCA sturlertt. Suintgits Coltege tfi'Applied Sciences, Puthamttttom, Kottayam' Keraltt' Indiu

) A.t,yistunt professor & HoD, Departnre,t o/ Contputer Applicuti,ts, sai'ntgits College ol Appliatl sciences' Kottuyant' Keralu' lndiu

Abstract
In today's world, Big Data is an important area that is used in decision making

and it pro.urr., huie volumes of data to address some query or pattern' Data

is anatysea through"a set of algorithms, which differs depending upon the type

of Jrtu, business'! ui, U.;,inOihe analysis, and also other factors' But bigdata

;g;a; ,uny cr'arrenget in t.trt of storing and processing data' Hence.cloud

[omputing *i"'i.t', is ariother emerging technology is integrated with big data'

which provides bettei infrastructuie ior processing, storage for enormous data'

and networking services.

Key Words: Big Data; Cloud Computing; Hadoop; Hdfs; Map Reduce

1. Sntroduction
Single Cloud computing is a powerful model and infrastructure that is distributed across the internet which process' manage

and store the 6ata. cloud cornputing offers services for enterprise applications which centralizes both <lata storage and perform

h,ge scale complex computing. It can reduce,ruintcran.e.o.t, p.oride less infi'astructure and accelerate automation' Il]

cror.rcr services enables big tlata to anarysc, *unug. ancl process the stored data in a more efficient manner' Through

vir.tualization pr.ocess integration of big data *itir.ioio is tlie being achieved. virtr"ralization denotes the usage and sharing of

rcsources independent of underlying hardware . Microsoft,s cror.rd Hadoop inclucies Azure.Marketplace which comprise MapR

and Azure Data Lake, which co,.rprise Data Lake Store, Azure HDlnsighi, oata Lake Analytics as Azure cloud services' AWS

includes versions of Hadoop, Spark, ancl presto which operate on the data stored in Amazon Glacier and s3' Google's managed

Hadoop include cloud Dataproc and Spark cruster which 
'ses 

GCp croud services such as Big euery and Bigtable' [2]

Clo,d platform provide rich productivity suites io. Au,uUu,.. data warehouse' collaboration' business intelligence' oLAP' and

cle'eiopment too1s. Big Data processing !a1 Sanv 
challenges relating r,vith Data collection, analysis, sharing, research and

visnalization. Each of these processes need rlit'terei, i..r-rni.1i.., infrastiucture: *d hie-!y,:Illed professionals' Also' it cannot

be clone easily with traciitional programs because of resource restrictions such as computing power and time' hence we need

aclvanced algorithn.rs ani rast aotui"r.r. Ancr all these clifficulties and barriers u.. n.,r.h reduced as a result of integrating Big

Data r.vithin cloud environrrent' [3]
Big clata represents rrug. u;ourti oi"orrpl"* data which oa, be either unstructured or structured generated by multiple sources'

The traclitional relational databases are not ,L,rrr.i.ntlo process and analyse data from multiple-sources' such as managing data

related with record of transactions, ctlstomer behaviour, mobile phone uno cps navigation' etc' So' to deal with these kinds of

co,rplex clata, croud is employed. which serve as the storehouse where the proceised outcome/data wilr be stored' cloud

compr.rting approach is efficient because of having advanced technologies to handle the vast amount of data' This paper

drscusses an overall view of clor.rd computing and b"ig data, their feuturei Relation and integration of big data & cloud' some

big data managcmcnt tools in cloud'
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Data in Cloud Environment
M*o'.o'spana1lthenodesinaHadoopclusterfbrdataStorage.Therebyitimprovesreliabi1ity
ancl s,pport secr.rrit1,. HDFS usually spliLs files into blocks r.vhich in turn is stored on the server. Thereby it maintains reliability

bi duplicating data across multiple hosts combining parallel processing technique. [13]

. MapReduce

This is a fiamework which hetps in writing applications that process and generates large datasets on a cluster with parallel or

distribr.rted aigorithn. At iirst, breaking Big Data into small subunits takes place which in tutn are analysed and processed by

Map jobs in pirallel. Map () method consists of acquiring, filtering & categorizing datasets" Reduce 0 method consists of final

resr.rlt generation and locating associated summaries. [14]

. n-oSQL
Nosei (Not Onty SeL) systems provides systematic way to store and replicate data, giving out retrieval and appending

op.roiio6 from the data. These databases are not bound by the confines ofa fixed schema model instead each are deployed

as a cluster of nodes. Exarnples of NoSQL systems inclucle Amazon DynantoDB, Azure Cosmos DB, MongoDB, Cassandra,

CouchDB, and HBase.

5" Conclusiom
This paper presented how cloud computing helps in analysing, storing and processing big data. Big data and cloud together

.o11piir. an integrated rnodel of distributed network technology.Cloud supports big data in terms of security of data.

encryption, data integrity, data transformation. data heterogeneity, data quality and others.

r"en i1,ough thcre are challenges regarding integration with cloud such as scalability, availability and problems with bandwidth

fbr data transfer, Solutions are constantly being developed by cloud providers for the efhcient use ofbig data on cloud. So, the

iltegration and application of big data in cloud will have a huge impact and continue to grow in the following years.
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