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Abstract. . Cardiac disease prediction helps physicians to make accurate recommendations on
the treatment of the patients. The use of machine learning (ML) is one of the solution for
recognising heart disease-related symptoms. The goal of this study is to suggest a methodology
for identifying the most relevant features of cardiac disease characteristics by applying a
feature selection technique. The data set used in this study was Framingham heart disease
dataset (FHS). It was collected from KAGGLE Machine Learning repository. There are 16
attributes and a mark in the dataset that has been validated by four ML classifiers. There
are two feature selection methods, Correlation Based Feature selection (CBFS) and Principle
Component Analysis (PCA) was used for the comparison in the study. By using CBFS Method
five highly correlated features are selected for the study. and by using PCA thirteen features
are selected. The experimental result shows that Correlation Based Feature Selection with
Multilayer perceptron (CBFS with MLP) obtained the highest accuracy for this dataset.

1. Introduction _

The rescarch concentrates on the two feature selection methods for data reduction before building
the predictive models by classification algorithms. These reduced features are then passed into
the classification algorithms to design the models for the heart disease prediction. These models
are used for the comparison of accuracy of the classifier. Principle Component Analysis and
Correlation Based feature selection methods are used for finding out the reduced features. The
selected features are inputted to four different classifiers such as Navie Bayes, ADABOOST,
MLP and SMO. The accuracy of each model is compared with the other.

2. Background Study
Devansh Shah studied various attributes related to heart disease[1]. The study was conducted
with Naive Bayes, decision tree, K-nearest neighbor, and random forest algorithms[1]. The
experimental result proves that K-nearest neighbor algorithm exhibits the highest accuracy.
Hamidreza Ashrafi Esfahani[2] formulated a model to predict cardiovascular-disease. The
model includes decision trees, Neural Networks, Rough set, Naive Bayes and SVM. for
implementation. On comparing the resultk agbpeved, it was revealed that the hybridmodel
of Rough Set, Naive Bayes and Neurgl" S‘g;\g@ﬁk obtgme%‘%etgle highest accuracy.. An ensemble
btrategy was implemented Tha%ﬂal%oggdeégmﬁth@p dﬁ&w gt@be combined that would result in

(7) |Content from this work may uﬁdm O@Qgﬁ&é&‘nmmnnx Attribution 3.0 licence. “Any further distribution
B of this work must maintain attri un Qﬁﬁq%tga and the title of the work, journal citation and DOI Y o
Published under licence by IOP Publishing Ltd y S




AICERA 2020

1OP Publishing

IOP Conf. Series: Materials Science and Engineering 1085 (2021) 012028 doi:10.1088/1757-899X/1085/1/012028

Table 3. Comparison of Predictive Accuracy of MLP.

MLP Precision Recall F Measure , ROC
Before FS 0.790 0.842 0.798 0.671
After CBFS 0.805 0.849 0.791 0.649
After PCA  0.784 0.795 0.668 3.62

%,
“

AR

Figure 3. Comparison of Accuracy of MLP
Classifier.

14. Conclusion and Findings

During the study the performance of two different feature selection methods CBFS and PCA are
evaluated. Eight different classifier models are developed by combining the feature selection and
classification algorithms.The performance of each model was evaluated.Performance measures
such as Accuracy, Precision, Recall, F Measure and ROC are evaluated for finding out the best
classifier. From the result it is proven that the model CBFS with MLP Classifier shows the
maximum performance for FHS dataset.
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Abstract— Diabetes is a metabolic disease

where the blood sugar rate of an individual is
consistently above normal: Due to the modern
lifestyle and work culture, diabetics is widespread
and affects the productivity and quality of life for
an individual. A diabetics patient is at a very high
risk of various health issues like organ failure and
even it can even result in loss of life. An early
prediction of this chronic disease can avoid health
issues and save many lives. The aim of this article
is to develop a better predictive model for
diabetics using an automated hyper parameter
optimization (HPO) approach in Multilayer
Perceptron (MLP). This article provides an
efficient way to increase the accuracy of Neural
Network to a substantial level through the HPO.

process using Grid Search Optimization (GSO)

through the stacking ensemble model. In order to
run the ensemble model at an optimal level and to
minimize errors, appropriate hyperparameters
must be calculated. Three GSO methods are
utilized to tune the hyper parameters. To build the
stacking ensemble model, the PIMA data set was
used.

Keywords: HPO, MLP, GSO: Hyper Parameter
Optimization, Multilayer Perceptron, Grid Search
Optimization.

INTRODUCTION

A study carried out by the WHO recently

revealed that in 2016, diabetics was one of the#”

leading causes of death worldwide. Diabetes has
resulted in 1.6 million fatalities in 2016 and this
statistic replaces HIV / AIDS with diabetes as one
of the most frequent cause of death [4]. The
burden of diabetes disease grew from 108 million
in 1980 to 422 million [5] in 2014, and the
percentage of diabetic patients amongst adults
over 18 years of age rose from 4.7% in 1980 to
8.5% in 2014[5]. 642 million people i.e. (1 in 10
people) are expected to contract diabetes by 2040.
46.5% of people with diabetes have not been
diagnosed officially [6]. This makes it necessary
to develop techniques and procedures to assist in
the early detection of diabetes in order to reduce
the number of deaths related to diabetes, as late
diagnosis is responsible for a majority of deaths
linked to diabetes [7].

There is a need to implement sophisticated
information processing to develop cutting-edge
strategies for the early detection of diabetes. Data
mining tools can also be effectively applied. The
ability to remove and uncover previously unseen,
secret, yet important patterns from a large
database repository is given by data mining [7].
These tools can assist medical evaluation and
decision making.

LITERATURE SURVEY
Roshan Birjais [1] conducted a research in many
classification- algorithms for diabetes prediction

and his team found out that the Gradient Boosting
““algorithm®, “outperform _ other classifiers and

N W ces 117



Regression

MLP 78.3 75.0 74.0
Stacked 90.7 94.0 82.0
Model

Table 1: Performance Comparison of Classifiers
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Figure 2: Classifier Performance based on Accuracy

# Precision  # Recall

B

Stacked
Maodel

Figure 3: Classifier Performance based on Precision
and Recall.
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Figure 4: ROC Curve

ROC curve is a graphical plot that shows the
system's diagnostic potential as its discriminating
threshold is varied. The ROC curve is generated
by plotting the true positive rate at different
threshold settings against the false positive rate.

CONCLUSION

In this article we are introducing an ensembled
hyper parameter tuning mechanism to tackle the
deficiencies and improving the accuracy. For this
purpose, we have used an automated stacked
ensemble method which combines various hyper
parameters. Grid Search Optimisation method is
used, and three different models were created as
base learners using Neural Network by combining
various activation functions. The optimum value
for each parameter is calculated and stored into an
external file by each model. Three output files are
created, and these output files are inputted to a
logistic regression model which is a learning
model. We have used LR Model as the learning
model. It is found out that this model improves
the accuracy to good extend.
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1. Introduction

Single Cloud computing is a powerful model and infrastructure that is distributed across the internet which process, manage
and store the data. Cloud computing offers services for enterprise applications which centralizes both data storage and perform
huge scale complex computing. It can reduce maintenance cost, provide less infrastructure and accelerate automation. [1]
Cloud services enables big data to analyse, manage and process the stored data in a more efficient manner. Through
virtualization process integration of big data with cloud is the being achieved. Virtualization denotes the usage and sharing of
resources independent of underlying hardware. Microsoft’s Cloud Hadoop includes Azure Marketplace which comprise MapR
and Azure Data Lake, which comprise Data Lake Store, Azure HDInsight, Data Lake Analytics as Azure cloud services. AWS
includes versions of Hadoop, Spark, and Presto which operate on the data stored in Amazon Glacier and S3. Google’s managed
Hadoop include Cloud Dataproc and Spark cluster which uses GCP cloud services such as Big Query and Bigtable. [2]

Cloud platform provide rich productivity suites for database, data warehouse, collaboration, business intelligence, OLAP, and
development tools. Big Data processing has many challenges relating with Data collection, analysis, sharing, research and
visualization. Each of these processes need different techniques, infrastructure, and highly skilled professionals. Also, it cannot
be done easily with traditional programs because of resource restrictions such as computing power and time, hence we need
advanced algorithms and vast databases. And all these difficulties and barriers are much reduced as a result of integrating Big
Data within cloud environment. [3]

Big data represents huge amounts of complex data which can be either unstructured or structured generated by multiple sources.
The traditional relational databases are not sufficient to process and analyse data from multiple-sources, such as managing data
related with record of transactions, customer behaviour, mobile phone and GPS navigation, etc. So, to deal with these kinds of
complex data, cloud is employed, which serve as the storehouse where the processed outcome/data will be stored. Cloud
computing approach is efficient because of having advanced technologies to handle the vast amount of data. This paper
discusses an overall view of cloud computing and big data, their features, Relation and integration of big data & cloud, some
big data management tools in cloud.

2. Cloud Computing
Cloud computing is a type of service-oriented computing where software and hardware are delivered as a service over the
internet. Cloud is a combination of distributed and centralized system which includes virtualized seryers, operating systems,
applications, etc that are dynamically supplied. It provides services relating to storage, processing and sharing of‘data.through
visualized resources over the networks. Cloud platform is completely virtual to its users and require/less.effort fromf user to
operate and manage its services. Important features associated with cloud includes scalability, on-demand delivery of resources,
casy accessibility, cost-effective, flexibility and reliability. [4] ( ! 7o)
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HDFS is a file system used to store or span all the nodes in a Hadoop cluster for data storage. Thereby it improves reliability
and support security. HDFS usually splits files into blocks which in turn is stored on the server. Thereby it maintains reliability
by duplicating data across multiple hosts combining parallel processing technique. [13]

e MapReduce

This is a framework which helps in writing applications that process and generates large datasets on a cluster with parallel or
distributed algorithm. At first, breaking Big Data into small subunits takes place which in turn are analysed and processed by
Map jobs in parallel. Map () method consists of acquiring, filtering & categorizing datasets. Reduce () method consists of final
result generation and locating associated summaries. [14]

e NoSQL

NoSQL (Not Only SQL) systems provides systematic way to store and replicate data, giving out retrieval and appending
operations from the data. These databases are not bound by the confines of a fixed schema model instead each are deployed
as a cluster of nodes. Examples of NoSQL systems include Amazon DynamoDB, Azure Cosmos DB, MongoDB, Cassandra,
CouchDB, and HBase.

5. Conclusion

This paper presented how cloud computing helps in analysing, storing and processing big data. Big data and cloud together
comprise an integrated model of distributed network technology.Cloud supports big data in terms of security of data,
encryption, data integrity, data transformation, data heterogeneity, data quality and others.

Even though there are challenges regarding integration with cloud such as scalability, availability and problems with bandwidth
for data transfer, Solutions are constantly being developed by cloud providers for the efficient use of big data on cloud. So, the
integration and application of big data in cloud will have a huge impact and continue to grow in the following years.
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